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Modern society’s physical health depends vitally upon a number of real, interdependent, critical infrastructure networks that deliver
power, petroleum, natural gas, water, and communications. Its economic health depends on a number of other infrastructure networks,
some virtual and some real, that link residences, industries, commercial sectors, and transportation sectors. The continued prosperity
and national security of the US depends on our ability to understand the vulnerabilities of and analyze the performance of both the
individual infrastructures and the entire interconnected system of infrastructures. Only then can we respond to potential disruptions
in a timely and effective manner. Collaborative efforts among Sandia, other government agencies, private industry, and academia have
resulted in realistic models for many of the individual component infrastructures. In this paper, we propose an innovative modeling and
analysis framework to study the entire system of physical and economic infrastructures. That framework uses the existing individual
models together with system dynamics, functional models, and nonlinear optimization algorithms. We describe this framework and
demonstrate its potential use to analyze, and propose a response for, a hypothetical disruption.
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1. Introduction

The continued prosperity and national security of the US is
dependent on the reliable operation of a complex network
of interdependent, large-scale, critical infrastructures. The
impact of disruptions, deliberate or accidental, can be dev-
astating1. Therefore, our ability to model and analyze the
behavior of these infrastructures, individually and collec-
tively, is of critical importance. Building the models and
doing the analysis, however, is challenging because: (i) data
acquisition is difficult; (ii) each individual infrastructure is
complicated; (iii) infrastructures are evolving; (iv) govern-
ing regulations are changing; and (v) model construction
is jointly performed by government agencies, academia,
and private industries. Nevertheless, models have been
built for a number of individual infrastructures including
power, petroleum, natural gas, water, transportation, and
communications.

∗Corresponding author
1The economic impacts of recent Internet worms and power out-
ages are in the billions of dollars.

The National Infrastructure Simulation and Analysis
Center2 was initiated in 1999 to understand the potential
consequences of infrastructure interdependencies. Partici-
pants seek to develop modeling and analysis tools that can
capture those independencies, evaluate the potential effects
of disruptions in one infrastructure on all the others, and
suggest strategies to mitigate these effects. The successes
include a modeling framework based on system dynamics
and IDEFØ, and a decision support tool based on non-
linear optimization algorithms. In this paper, we describe
these results and show how we applied them to an example
disaster scenario.

The remaining sections are organized as follows. In Sec-
tion 2, we discuss definitions, scope, and issues of critical
infrastructures. In Section 3, we provide an overview of
the techniques and methodologies used in this research. In
Section 4, we provide details of modeling critical infrastruc-
ture interdependencies using system dynamic simulation

2The National Infrastructure Simulation and Analysis Center is a
joint program at Sandia National Laboratories and Los Alamos
National Laboratory, funded and managed by the Department of
Homeland Security’s (DHS) Preparedness Directorate.
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and nonlinear optimization techniques under disruptions.
In Section 5, we examine experimental results and in Sec-
tion 6 we give conclusions.

2. Interdependencies of critical infrastructures
and their protection

In this section, we discuss definitions, significance, classi-
fication, and capturing of interdependencies of critical in-
frastructures.

2.1. Definition and significance of critical infrastructures

The US Critical Infrastructure Assurance Office defines an
infrastructure as “the framework of interdependent net-
works and systems comprising identifiable industries, in-
stitutions (including people and procedures), and distribu-
tion capabilities that provide a reliable flow of products
and services essential to the defense and economic secu-
rity of the U.S., the smooth functioning of governments
at all levels, and society as a whole” (Presidential Deci-
sion Directive 63, 1998). From this perspective, infrastruc-
tures include agriculture/food, drinking water, banking and
finance, chemical industry and hazardous materials, de-
fense industrial base, public health, emergency services,
energy, government, information and telecommunications,
and transportation. After September 11th, other key addi-
tions were made including national monuments and icons,
postal and shipping and other specific types of infrastruc-
ture, public and commercial assets (Anon, 2003).

Deliberate attacks or serious accidental failures of one
infrastructure may result in regional or even national con-
sequences because of the potential for cascading effects
across other infrastructures. For example, consider the re-
cent power outage in August 2003. Traffic lights went out,
computer systems went off, subway and other trains did
not run, businesses and banks had to close, stock exchanges
closed, health care facilities had to run on emergency power
or close, sporting events were cancelled, and schools closed
early, among other things. More importantly, these prob-
lems occurred in several major places such as New York,
Michigan, Ohio, Pennsylvania, and Canada.

2.2. Classifying and capturing interdependencies

Rinaldi et al. (2001) classified infrastructure interdepen-
dencies as being one of four types: physical, cyber, geo-
graphic or logical. Physical interdependency means that the
physical output of one infrastructure is the physical input
to another infrastructure. In this type of interdependency,
perturbations in one infrastructure will impact the other.
Therefore, the risk of failure or deviation from normal op-
erating conditions in one infrastructure will be a function
of risk in the other infrastructure. Cyber interdependencies
occur due to infrastructures being connected via informa-

tion links. Cyber interdependencies are relatively new and
are a result of advanced computerization and networking.
Disruptions in one infrastructure may or may not cause dis-
ruptions in another infrastructure, depending on the nature
and magnitude of the disruption. Geographical interdepen-
dency means that two infrastructures impact one another
because of physical proximity. Events such as an explosion
or a fire could create correlated disturbances in these ge-
ographically interdependent infrastructures. However, the
state of one infrastructure usually does not affect the state
of the other infrastructures. Logical interdependency means
that the state of one infrastructure depends on the state of
another infrastructure, usually via human decisions and ac-
tions. For example, a lower gas price increases the flow of
gasoline and traffic congestion. In this case, the logical in-
terdependency between the petroleum and transportation
infrastructures is due to human decisions and actions and
is not the result of a physical process.

Simulations and other models exist for all of the individ-
ual infrastructures we include in this study. Each model has
its own assumptions, data requirements, time units, scal-
ing factors and computational algorithms. Each model has
its own objective function(s); for example, meeting service
goals with the minimum number of communication links,
maximizing the probability of making successful or secur-
ing banking transactions. Furthermore, these individual
models do not capture emergent behavior, a key element of
interdependency analysis. Therefore, we conducted a study
to determine how to map between various data formats
and to convert timing requirements. Dealing with multiple
objective functions is more difficult, because they conflict
with one another and, consequently, cannot be satisfied si-
multaneously. In this work, we developed a global objective
function to minimize the impact of disruptions on the whole
society (see Section 4).

3. Overview of proposed methodologies

In this section, we give an overview of the three major
methodologies used in this research: (i) system dynam-
ics; (ii) the IDEFØ functional-modeling technique; and
(iii) nonlinear optimization.

3.1. System dynamics

We used a System Dynamic (SD) approach to develop our
model of the entire system. This approach, developed ini-
tially from the work of Forrester (1961) and extended by
Sterman (2000), provides a methodology to study and man-
age complex feedback systems. Stocks (the accumulation of
resources in a system), flows (the rates of change that alter
those resources), and feedback are the central concepts in
this methodology. Simulations based on this methodology
can provide insight into important causes and effects, which
can lead to a better understanding of the dynamic and evo-
lutionary behavior of a system.
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Fig. 1. Infrastructure interdependency.

Two diagrams are used to capture the structure of sys-
tems: (i) causal-loop diagrams; and (ii) stock-and-flow di-
agrams. A causal-loop diagram consists of variables con-
nected by arrows; it captures the causal influence among
the variables. Each loop has an associated identifier, which
shows whether the loop is positive (reinforcing) or negative
(balancing) feedback. The causal-loop diagram provides
a high-level view of relationships, interactions, and feed-
back processes. Consequently, it is hard to see the physical
buildup and flow of information and products through the
system. For this, we need stock-and-flow diagrams, which
consist of stocks (integrals or state variables), flows (deriva-
tives or rates), valves (controlling the flows), and clouds
(sources and sinks for the flows). The stock-and-flow di-
agrams can be used to generate the differential equations
that govern the evolution of the system. The modelers can
start with either of the diagrams (which complement each
other) to build a SD model.

In this work, we started with the causal-loop diagram to
capture the strengths of major interactions between each
of the infrastructures (see Fig. 1). To build a causal-loop
diagram, we identified the major variables that directly in-
fluence one another and connect them with a directional
arrow. Each arrow was then assigned a “+” or “−” sign.
A “+” sign means that changes in the first variable cause
changes “in the same direction” in the second variable.
A “−” sign means that changes in the first variable cause a
change “in the opposite direction” in the second variable.

The behavior of the entire infrastructure system is the re-
sult of the complex interrelationships among the various
system variables. From these causal-loop diagrams, we de-
veloped stock-and-flow diagrams (Richardson, 1986, 1997;
Sterman, 2000; Binder et al., 2004), from which we derived
a qualitative description of the mathematical relationships
between the variables (see Fig. 5 for an example). Using data
from the real world, we then wrote down the exact equa-
tions, which formed the basis for our simulations. These
simulations can take randomness into account and provide
an experimentation capability that is not possible in the real
world. They also provide the basis for the stability analy-
sis needed to understand the impact of disturbances (see
Sections 4 and 5 for an example).

3.2. IDEFØ

We used a common, functional-modeling technique
(IDEFØ) to help define data requirements and describe
the exchange of information between the individual sim-
ulation models (see Figs. 2 and 3). IDEFØ diagrams3 pro-
vide unambiguous guidelines that facilitate the develop-
ment of large-scale, networked, computer-based models
that behave consistently and correctly. The hierarchical

3Please consult http://www.idef.com for a discussion on these
diagrams.
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nature of IDEFØ, another strength of the method, facil-
itates the ability to construct ever-more detailed models
that have both top-down and bottom-up features. The rep-
resentation and interpretation are top down; the analysis
building processes are bottom up.

Modeling efforts in this research consider over 5000 vari-
ables and parameters, and therefore, we significantly benefit
from the hierarchical nature of IDEF. Figure 2 shows the
top level of this hierarchy. In Fig. 2, there is one box for the
critical infrastructure and one box for the economic model
infrastructure. The arrows going into and out of each box
represents the major interdependencies in terms of both
physical and information flows. Arrows entering on the left
side of the box are the inputs; arrows entering the top of the
box are the controls; arrows entering the bottom of the box
are the mechanisms; and the arrows leaving the box on the
right side are the outputs of the function. Figure 3 shows
the next detail level of A1: critical infrastructures including
one box for each of the critical infrastructures.

3.3. Nonlinear optimization

Once the integrative SD model of the critical infrastruc-
ture is constructed, we need to find the values for the con-
trol variables such that an expected system performance
from the SD simulation is optimized. In this work, the ob-
jective function is to maximize total economic revenue in
the case of disruptions (for more details see Section 4.1).
Contemporary simulation optimization methods (Azadi-
var and Tompkins 1999) include: (i) gradient-based search
methods; (ii) stochastic approximation methods; (iii) sam-
ple path optimization; (iv) response surface methods; and
(v) meta-heuristic search methods, including genetic al-
gorithms, simulated annealing, and tabu search. In this
work, we employ a suite of nonlinear optimization algo-
rithms, which is combined into a MINOS software package
(Murtagh and Sanders, 1998), since it is widely known and
available. In MINOS, problems with linear constraints and
nonlinear objectives are solved using a reduced-gradient al-
gorithm (Wolfe, 1962) in conjunction with a quasi-Newton
algorithm (Davidon, 1959). On the other hand, prob-
lems that contain nonlinear constraints are solved with a
Lagrangian algorithm based on a method due to Robinson
(1972). To overcome the problems of local optima, we start
the optimizer in a number of different places.

4. Interdependency model of the critical infrastructures
and the optimization problem

The main purpose in building an integrated interdepen-
dency model of the critical infrastructures is to simulate
the effects of localized capacity losses on the entire inte-
grated system. Each infrastructure model includes the avail-
able capacity for the supply side of the system (production
and transportation process) as a function of the maximum

production capacity and reductions in that capacity due
to damage to the physical system or shortages of essential
inputs, which come from other infrastructures. The sim-
ulations are driven by historical, time-series data that in-
clude diurnal and seasonal variations in demand. Prices
are modeled as a function of the ratio of supply to demand
and include demand elasticity functions that alter the de-
mand in response to price. In this section, we provide details
of modeling critical infrastructure interdependencies using
SD simulation and nonlinear optimization techniques.

4.1. Problem definition and model description

In this study, we used the SD simulation to determine how
best to allocate available infrastructure services or materials
to physical infrastructures and to economic sectors under
disruption. We did this by minimizing the potential eco-
nomic impacts and by investigating scenarios with various
magnitudes, dispersion, and duration of disruptions. The
notation we used to do this is shown below.

Notation:
Li = capacity loss of critical infrastructure i;

CIi = total available products/services of critical
infrastructure i;

αij = satisfaction rate of desired consumption of
product/service i for demand sector j;

Dij = desired consumption of product/service i for
demand sector j;

Iij = available inventory of product/service i for
demand sector j;

ERj = economic revenues of demand sector j;
Rij = relative availability of product/service i for sector j;
LA = labor availability;

APij = allocated product/service i for demand sector j;
i = p(power), f(fuel), g(natural gas), w(drinking

water), c(communication);
j = R(residential), C(commercial), I(industrial),

T(transportation).

Our objective function is to find optimal αij to maximize
total economic revenue TER = ∑

ERi, during a disruption
of a certain infrastructure i. Economic revenue ERi is the
cumulative difference between income Ii and expenditures
Si in sector i over the model period [0, T ]:

ERi =
∫ T

0
(Ii − Si) dt. (1)

Residential sector income is from wages, while income in the
remaining sectors arises from output purchased by other
sectors. Expenditures are divided into purchases of generic
goods and services from other sectors, and purchase of in-
frastructure services such as electric power and fuel. Infras-
tructure service purchases are distinguished from generic
commercial and industrial output because the specific tech-
nical factors influencing production and consumption are
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the focus of the model. No distinction is made between cap-
ital purchases (investment) and operating expenses in the
commercial and industrial sectors. The purchasing rate for
both generic goods and infrastructure output is a function
of a normalized performance indicatorX , which measures
the current performance of each sector relative to its opti-
mal value:

S = f (X). (2)

A portion of the generic purchases made by each sector
are assumed to be nondeferrable, meaning that they will
not be reattempted later if operational disruptions inter-
fere with their timely execution. Other purchases may be
reattempted. The “function” f () is in general nonlinear and
path-dependent, and is specified by the dynamic model of
the sector.

4.2. Solution heuristic

Figure 4 shows the sequence diagram to find optimal αPj
when the power infrastructure has the loss of power gen-
eration capacity Lp. The required procedures to find the
solutions are as follows:

Step 1. Detect the loss of power generation capacity Lp
due to the disruption or damage of power infras-
tructure. For example, Lp = 0.3 means that 30% of
power generation capacity is lost.

Step 2. Calculate available power production after the dis-
ruption, CIP.

Step 3. Choose αpj (0 ≤ αPj ≤ 1), provide allocated power,
αPj × Dpj (j = R, C, I, T) to each economic sector
j. Here, CIP = ∑

αPjDPj.
Step 4. Calculate RpI, RpC, RpT and LA from economic

sector simulators. Relative available power Rpj is
presented as a value from zero to one. One means
the electric power sector can fully satisfy corre-
sponding power requests of the economic sectors
and other infrastructures. The calculation accounts
for backup power generation, battery or alternative
power sources of each economic sector. For exam-
ple, RpI = 0.8 means that the industrial sector only
has enough power to satisfy 80% of industry power
requests. RpI = 0.8 is input to the corresponding in-
frastructure subsystem (petroleum and natural gas
in our study). The residential sector provides the
work forces to all infrastructures. It represents labor
availability as a value from zero to one. Insufficient
power supply to residential sector will decrease the
labor availability not directly but due to transporta-
tion and other delays.

Step 5. Using given RpI, RpC, RpT and LA, determine
each availability of critical infrastructure materi-
als/services CIi (i = f, g, w, c) and distribute them
to economic sector simulators using each mate-
rial/service market allocation algorithm.

Step 6. Calculate total economic revenues, TER =
∑

ERi
(i = R, C, I, T)

Step 7. Change αpj and repeat Step 3 to step 6 until the
optimal TER value is found.

4.3. Allocation algorithms

In this study, we used two allocation algorithms: (i) a nor-
mal, market allocation algorithm; and (ii) a simulation-
based, nonlinear optimization algorithm. The normal,
market allocation algorithm is used when there is no dis-
ruption. Infrastructure service providers specified the al-
gorithm, which uses supply curves and demand curves for
each infrastructure. The supply curve for a particular in-
frastructure service may be unique to that infrastructure or
it may be compounded from supply curves for other infras-
tructures. The supply curve for electric power, for example,
is composed of supply curves for distinct generator classes
(based on fuel type) as well as supply curves characterizing
the willingness of connected regions to export power. De-
mand curves are generally specified to be horizontal, so that
infrastructure customers are price takers. The specification
of inelastic demand reflects the assumption that customers
will be unable to significantly change their process or tech-
nology over the time frame of the simulation.

Whenever a disruption occurs in a certain infrastructure,
it causes a shortage of service/materials. We use our sim-
ulation model to predict the extent of the shortage and its
impact across the entire system. We use our optimization
algorithm to determine how to deal with that prediction.
This is essentially the role of the Decision Support System
(DSS) in Fig. 4.

4.4. More on the simulation model

Our overall simulation model integrates models of the indi-
vidual infrastructures shown in Fig. 4. Those that comprise
the integrated critical infrastructure are built as SD models.
Each model views the infrastructure as a supply chain sys-
tem of materials and services. And each includes aggregate
inventories and flows of materials/services at an appropri-
ate regional scale.

Models of energy production, transmission, and distri-
bution are at the core of the national infrastructure models.
We have built separate models for electric power, natural
gas, and petroleum. Each model captures the three critical
processes required to deliver products and services: (i) ac-
quisition of inputs; (ii) production of the energy commod-
ity; and (iii) transmission and distribution to customers. We
modeled inventories as stocks, which can be buffered to ac-
count for variations in supply and demand. We included
constraints on the production capacity, storage capacity,
and transmission capacity.

Whenever a disruption occurs, the interconnection of
these models provides the potential to explore both
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sector-specific economic impacts and broader economic im-
pacts caused by propagation to other infrastructures or
other sectors. Since our focus is on economic impacts, we
have not considered other types of impacts in our initial
version of the national model. For example, the electric
power model tracks the available generation capacity in
each defined region. This includes capacity: (i) serving load
or providing reactive power; (ii) idle and available for dis-
patch; or (iii) completely unavailable. While the model in-
cludes transmission constraints as a limitation on inter-
regional flow, it does not represent explicitly either the
power grid itself or the processes required to ensure its sta-
bility. We plan to incorporate this capability in our later
models.

The economic sectors have been included in our study
because they drive indirectly most of the demand for in-
frastructure services. The economic sector demand is ag-
gregated at the regional level for residential, commercial,
and industrial consumers. The result of this aggregation is
then added to the transportation demand to get the final de-
mand. The role of these sector models is to define demands
for the materials and services supplied by the basic infras-
tructures, capture the broader economic consequences of
disruptions to these materials and services, and represent
the interactions among these sectors to the extent that im-
paired performance in one sector, arising from infrastruc-
ture disruptions, may influence the economic activities and
infrastructure demands in the other sectors.

4.5. One Particular model

Figure 5 shows a stock-and-flow model of the power-
generation component of a power-infrastructure model.
This model shows: (i) that state-level aggregates of power
demand drive the regional power generation rates; and
(ii) that imports can be used to bring in cheaper power
or offset regional power shortfalls. Mathematical relation-
ships between the variables in the stock-and-flow model
(see Fig. 5) are provided in terms of difference or differen-
tial equations in Table 1 (rows 3–11), where rows 1 and 2
depict electricity regional divisions and technologies used
to generate power, respectively. Variables are named so that
their meaning can be inferred.

We note that these individual models can be run in either
a stand alone or an integrated mode. This allows individual
models to be tested and utilized without the necessity or
complexity of running the entire national interdependency
model.

5. Disruption experiments and results

In this work, we have conducted disruption experiments
based on three scenarios. In scenario 1, we run the base
scenario without any disruption: In scenario 2, a power
disruption starting at time 60 hours and ending at time 108

hours. The loss of power generation capacity during the dis-
ruption is Lp = 0.4, which means 40% of the power genera-
tion capacity is lost at time 60 hours. The market allocation
algorithm for each critical infrastructure determined the
allocation of each infrastructure materials/services. There
is no intervention in the infrastructure materials/services
markets by the government or other authorities. In sce-
nario 3, we use the same conditions as in scenario 2 except
that the allocation of power is determined by the DSS us-
ing a simulation-based nonlinear optimization algorithm,
and allocation of other infrastructure materials/services
is determined by the market allocation of each critical
infrastructure.

Figure 6 shows a comparison of the change of total rev-
enue, �(

∑
ERi), over the simulation runs for the three sce-

narios. In each case, the simulation started at time 0 and
all the parameters were initialized based on historical data,
which were collected from both government agencies and
private industry. We used a time step, �t, of 0.25 hours, and
the run length of the SD simulation was 208 hours. Several
interesting results were observed.

The overshoot in revenue in Fig. 6 between time 107 and
time 117 is a consequence of the disruption that occurred
prior to time 104 (see Fig. 9). During the disruption, some
of the ordinary economic transactions do not occur. In-
stead, they accumulate during the disruption period and
are completed when the infrastructure services are restored.
The result is an increase in spending above the baseline level
immediately following restoration for the residential sector.

The brief downturn in revenues of scenario 2 starting
at time 107 in Fig. 6, also seen in the purchasing activity
for the residential sector (in Fig. 7), is associated with the
sudden surge in demand from the commercial sector at the
time the outage ends (see the total electric power purchases
for transportation in Fig. 8): This abrupt surge briefly di-
verts load from the other sectors, creating an additional
shortfall in these sectors. This shortfall is relieved as gener-
ators are brought back on line. A similar behavior occurs at
scenario 3.

The power delivered to the residential, commercial, and
industrial sectors in the disrupted region for the three sce-
narios are shown in Figs. 9–12. The important distinction
between the response of the market allocation scenario and
the DSS scenario lies in the relative allocation to these three
sectors. The DSS allocation favors the residential and com-
mercial sectors, whereas the market allocation favors the
industrial sector at the expense of the others.

The result reveals that scenario 3 outperforms scenario
2 in terms of the change in total economic revenues. Af-
ter the disruption occurred at time 60 hours, the change
in total revenues, �(

∑
ERi) of scenario 3 is always higher

than that of scenario 2. In addition, the cumulative total
economic revenues of the three scenarios during the dis-
ruption periods (from time 60 to time 108) are $1106M,
$940M, and $603M, respectively. In terms of the cumulative
total economic revenues during the disruption period, DSS
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Table 1. SD model in Fig. 5 in terms of differential/difference equations

Difference or differential equations ID

NERCRegion = ECAR, ERCOT, FRCC, MAAC, MAIN, MAPP, NPCC, SERC, SPP, WECC 1

GENTechnology = CoalGEN, NuclearGen, HydroGen, NGCMBSTGen, NGCCGen, NGSTGen, OilGen, DistillateGen 2

Total available generation [NERCRegion] = Total generation serving load [NERCRegion] + total idle capacity
[NERCRegion] + �(generation disconnected from transmission system [NERCRegion,GenTechnology!]), unit = MW

3

Generation disconnected from transmission system [NERCRegion,GenTechnology] = ∫
(idle generation becoming

disconnected [NERCRegion,GenTechnology] + load serving generation becoming disconnected
[NERCRegion,GenTechnology] − generation becoming reconnected [NERCRegion,GenTechnology]), unit = MW

4

Total generation serving load [NERCRegion] = �(generation serving load [NERCRegion,GenTechnology!]), unit = MW 5

Total idle capacity [NERCRegion] = �(idle power generation capacity [NERCRegion,GenTechnology!]), unit = MW 6

Generation becoming reconnected [NERCRegion,GenTechnology] = generation disconnected from transmission system
[NERCRegion,GenTechnology]/generation reconnection time[NERCRegion], unit = MW/hour

7

Idle generation becoming disconnected [NERCRegion,GenTechnology] = idle power generation capacity
[NERCRegion,GenTechnology] × generation disconnection rate [NERCRegion], unit = MW/hour

8

Load serving generation becoming disconnected [NERCRegion,GenTechnology] = generation serving load
[NERCRegion,GenTechnology] × (generation disconnection rate [NERCRegion] + disconnection rate due to control
limitations [NERCRegion]), unit = MW/hour

9

Generation serving load [NERCRegion,GenTechnology] = ∫
(bringing generation on line [NERCRegion,GenTechnology] −

load serving generation becoming disconnected [NERCRegion,GenTechnology] − load serving generation failing
[NERCRegion,GenTechnology] − switching load serving generation to idle [NERCRegion,GenTechnology]), unit = MW

10

Idle power generation capacity [NERCRegion,GenTechnology] = repairing failed generation capacity
[NERCRegion,GenTechnology] − bringing generation on line [NERCRegion,GenTechnology] − idle generation becoming
disconnected [NERCRegion,GenTechnology] + generation becoming reconnected [NERCRegion,GenTechnology] =
switching load serving generation to idle [NERCRegion,GenTechnology], unit = MW

11

(scenario 3) outperforms the market algorithm of power
(scenario 2) by 16%. Therefore, based on the results of the
experiment, market intervention in the critical infrastruc-
ture may be necessary in the case of disruptions or damages
in order to minimize global economic impact.

Fig. 6. Comparison of the results obtained using various policies.

The DSS allocation is based on an explicit minimiza-
tion of economic loss. It should not, by design, lead to
larger losses than any other allocation scheme having the
same flexibility regarding timing of the allocation. The mar-
ket allocation does not include global information about
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Fig. 7. Purchases transaction in the residential sector for scenario 2.

Fig. 8. Total target electric power purchases for scenario 2.

the larger economic ramifications of a particular alloca-
tion. Such information would ideally be reflected in the
demand curves for the various sectors. In the model evalu-
ated here the demand curves are exogenous and are not
derived by consideration of substitutes and opportunity
costs. Even if the model was extended to consider these
factors, there is a basic limitation to the market allocation
in that it is predicated on the local information available
to each of the market participants: there is no reason to
expect this allocation to achieve the global minimum of
economic loss, which the DSS allocation is formulated to
identify.

In Fig. 6, the DSS scenario also avoided loss of revenue
during night-time hours and the market scenario did not.
As shown in the sectoral power acquisition graphs (Figs.
10–12), the market allocation scenario favors the industrial
sector, which has no daily variability in total power de-
mand, over the commercial and residential sectors, which
have strong diurnal variations in demand. As a consequence
the nightly reduction in demand by the commercial and

residential sectors are used to meet a larger fraction of
the industrial sector’s demand. This allocation, however,
is uneconomic in the sense that meeting the demands of
the commercial and residential sector would have led to

Fig. 9. Total power available to the region.
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Fig. 10. Electric power acquired for the residential sector.

Fig. 11. Electric power acquired for the commercial sector.

Fig. 12. Electric power acquired for the industry sector.
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smaller economic losses. This opportunity is discovered
and exploited by the DSS allocation, which nearly elim-
inates losses during the night-time hours by maintaining
a small allocation to the industrial sector, and using the
generation released the nightly reduction in residential de-
mand to (nearly) satisfy the demands of the commercial
sector.

6. Conclusions

In this work, we presented an innovative modeling and anal-
ysis framework to study the entire system of physical and
economic infrastructures, where the framework is based
on SD, functional modeling, and nonlinear optimization
techniques. First, the SD approach allowed us to perform
interdependency analysis among individual component in-
frastructures. Second, functional modeling using IDEFØ
helped us to define data requirements and describe the
exchange of information between the individual models.
Also, we significantly benefited from the hierarchical na-
ture of IDEFØ, where our modeling efforts in this study
considered over 5000 variables and parameters. Third, non-
linear optimization enabled us to find the values for the
control variables in SD simulation models such that an
expected system performance from the SD simulation is
optimized.

We demonstrated the potential use of the proposed
framework to analyze, and propose a response for, a hypo-
thetical disruption of an infrastructure. In the demonstra-
tion, we have used realistic models for many of the individ-
ual component infrastructures, outcomes of collaborative
efforts among Sandia, other government agencies, private
industry, and academia. The experimental results revealed
that the proposed framework could reduce the devastating
impact of disruptions.

Online synchronization between parameters of the SD
model of the entire system of infrastructures and those of
discrete-event models of individual infrastructures is left for
future research.

7. Product disclaimer

Commercial software products are identified in this paper.
These products were used for demonstration purpose only.
This does not imply approval or endorsement by both San-
dia National Laboratory and NIST nor that these products
are not necessarily the best available for the purpose.
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